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Abstract – Correct and efficient text classification is a major challenge in today’s world of 
rapidly increasing amount of accessible electronic text data. Kohonen networks have been 
applied to document classification with comparable success to other document clustering 
methods. An important challenge is to devise text similarity metrics that can improve the 
performance of text classification Kohonen networks by integrating more semantic information 
into the metric. Here we propose an augmented metric for text similarity that is based on the 
comparison of word consecutiveness graphs of documents. We show that using the proposed 
augmented similarity metric Kohonen networks perform better than Kohonen networks using 
usual Euclidean distance metric comparison of word frequency vectors. Our results indicate 
that word consecutiveness graph comparison includes more semantic information into the text 
similarity measure improving text classification performance. 
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1   Introduction 
 
Analysing structured and semi-structured data is a major challenge today in the world of fast 
increasing volume of accessible electronic data [1]. Text data is perhaps the most common type 
of such data. Text mining, text search and retrieval, text classification and other related tasks 
constitute key functional components of many popular Internet services (e.g., search engines) 
and other computer-based applications (e.g., electronic library catalogues). At the foundation 
of these tasks resides the similarity comparison of text data. 
Classification of text data can be done in various ways, commonly used methods include: 
bisecting k-means clustering [2], principal component analysis [3], independent component 
analysis [4], classification with probabilistic mixture models [5], and self-organizing maps [6-
8]. Self-organizing maps, and in particular Kohonen networks are one of these methods, which 
can be used to classify text data efficiently, also supporting the relatively straightforward 
visualisation of classification results [6-8]. 
Text similarity is measured usually by comparing the word frequency vectors of two texts [2]. 
Word frequency vectors contain the list of words occurring within the text together with the 
relative frequency of these words within the text. Comparison of these vectors is done in a 
metric space having a separate dimension for each possible word. This approach considers 
texts as bags of words. Recent works on word consecutiveness graphs show that such graphs 
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contain important information about the structure of the language and contribute to the 
determination of meaning [9, 10]. This suggests that considering the word consecutiveness 
graphs for the calculation of similarity between texts should improve the similarity metric used 
for comparison of text data. 
We construct an augmented text similarity metric in this paper, considering the word 
consecutiveness graphs of texts. We build and analyse Kohonen networks using the augmented 
text similarity metric. Our analysis shows that in accordance with our expectation Kohonen 
networks with the augmented text similarity metric have better performance than Kohonen 
networks working with usual similarity metric calculated by comparing word frequency 
vectors only. 
The rest of the paper is structured as follows. In Section 2 we give a brief introduction to 
Kohonen networks. In Section 3 we provide a brief overview of text similarity metrics and text 
classification. In Section 4 we introduce our augmented text similarity metric. Section 5 
contains the description of the Kohonen networks using the augmented metric, the text 
classification experiments, and the results and their interpretation. The paper is closed by 
Section 6 containing conclusions. 
 
2   Kohonen networks 
 
The Kohonen networks were introduced in the early 80s by Kohonen [11] to model how the brain 
processes sensory stimuli. The key idea of Kohonen networks is that multi-dimensional data 
vectors can be represented by a few-dimensional feature vectors that contain characteristic features 
of the original data vectors. The Kohonen networks perform a topology-preserving dimension 
reduction in order to transform the high-dimensional original vectors into low-dimensional feature 
vectors. 
Let us consider data vectors ntRx mt ,,1, K=∈ . A Kohonen network is a set of neurons, 

piNi ,,1, K= , each of them containing a data prototype vector mi Rw ∈  and a feature vector 
qi Rv ∈  (i.e., iv represents a position in the q-dimensional feature space). The neurons of the 

Kohonen network are initialized with random iw  and iv vectors. By training the Kohonen network 
the iw vectors are changed such that if mRyx ∈,  are two data vectors, and 

||||minarg)(||,||minarg)( i

i

i

i
wyyiwxxi −=−= , and )( xiv  and )( yiv  are close to each other in 

the feature space then x  and y are close to each other in the data space. In other words topological 
neighbourhoods of the data space are preserved in the feature space. The invariant characteristic of 
data vectors represented by a given neuron of the Kohonen network having the feature vector iv , is 
that these data vectors belong to the Voronoi cell of the data prototype vector iw , where the 
Voronoi cell of the data prototype vector is determined by the Voronoi tesselation of the data space 
induced by the data prototype vectors of the Kohonen network [11].  
Kohonen networks are trained by repeated presentation of a training data set. For each presentation 
of a data vector x , a neuron jN  of the network is selected in a winner-take-all manner, such that 

||||minarg)( i

i
wxxij −==  (1)

The data prototype vectors of neighbouring neurons are updated according to the following 
equations: 

)( kkk wxcww −⋅+=  (2)
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The parameters ρ,c  change during the training such that they gradually approach zero (e.g., the 
update equations 1,0,, <<⋅=⋅= βαρβρα cc  are applied after each epoch of presentation of 
the full training data set). 
After training the Kohonen network performs a topology-preserving transformation of the original 
data vectors into lower dimensional feature vectors, i.e., a data vector x  is transformed into the 
feature vector )( xiv ). The Kohonen networks learn the distribution of the data in the data space. If 
the data can be classified in the data space on the basis of the space-specific similarity metric (e.g., 
norm of the difference vector), this classification will be preserved in the feature space [6, 12-14]. 
To use the trained Kohonen network for classification we need to label the neurons with class 
labels. To attach labels to Kohonen neurons we present the training data vectors to the trained 
network. We count for each neuron how many data vectors belonging to each class are attracted to 
this neuron (i.e., a vector x  is attracted by neuron jN  if )(xij = ). The class label of the dominant 

class will be attached to the neuron (i.e., if the majority of the attracted data vectors for neuron jN  

belong to class C  than the class label C  will be attached to the neuron jN ). 
Other related methods used for classification are the learning vector quantization (LVQ) methods 
[11], in which case the data prototype vector update is restricted to the winner neurons, i.e., we do 
not update the weight vectors of those neurons that satisfy the neighbourhood criterion (see 
equation (3)). A significant difference between LVQ methods and Kohonen networks is that in the 
case of the former, class labels are fixed and the data prototype vectors are updated by taking into 
consideration their associated class labels (i.e., the vectors with correct class labels are moved 
towards the incoming data vectors, and those with different class labels are moved away from the 
incoming data vectors). The advantage of using Kohonen networks instead of LVQ methods for 
classification is that the neighbourhood-based adaptation can take into account the noise present in 
the data, leading to better classification performance in presence of noise, which is the usual case of 
real data [11]. 
 
3   Text similarity and classification 
 
The amount of electronically accessible text data is growing very rapidly. The exchange of 
information in an increasing number of areas is based today on electronic text data (e.g., 
communications with government institutes, scientific publications). Consequently the need is 
growing for appropriate and efficient text processing applications. 
Text data contains sequences of words organized in an order compatible with the syntax and 
semantics of the language and context in which the text was produced. Usual classification analysis 
of text data ignores a large part of the information contained in the text, typically considering the 
text as collection of words, ignoring their particular order in the text [3]. An important problem in 
increasing the information content of text data representation is that it is difficult to extract 
structured content related information from raw text data (e.g., grammatical structure) [15]. 
Text classification is based on measuring the similarity between text data. In principle, high text 
similarity implies the similarity of the content and meaning of text data. In practice, text similarity 
is measured by measuring the similarity of text representations [16], which necessarily distorts the 
similarity measure. Consequently, text classification based on text similarity analysis deals with 
highly noisy data, which increases the difficulty of solving the classification problem efficiently. 
Similarity measures used in the context of text classification are usually based on the word 
frequency vector associated with text data. For a given text data the different words are considered 
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and their frequencies are measured within the text. To reduce the noise in the vector representation 
of the text data, the words are usually filtered against the list of most common words (i.e., these 
would not help the discrimination between texts), and the remaining words are stemmed, i.e., 
reduced to their stem word using some stemming algorithm (e.g., Porter’s stemming algorithm 
[17]). After such pre-processing the absolute frequencies of remaining words are counted and the 
relative frequencies are calculated, the text data being represented by the vector of relative 
frequencies of words (stemmed and filtered) occurring in the text. 
The simplest way to calculate the measure of similarity between two text documents is to calculate 
the Euclidean distance between frequency vectors representing two documents [16], i.e., if 21 , ff  
are two frequency vectors, the similarity between the documents represented by these frequency 
vectors is given by |||| 21 ffd −= , if d  is small (e.g., close to zero) the two documents are 
considered similar, while if the value of d  is large the documents are considered dissimilar. To 
eliminate the problem caused by uncommon words, both frequency vectors are padded with zeros 
for all words which appear only in the other document. To improve the discriminative power of the 
frequency vector comparison, the components of the vectors can be weighted such that words 
having more discriminative power contribute more to the distance between frequency vectors. The 
common method for such weighting is to use the inverse document frequency (IDF) weights [16]. 
The IDF weight of words is calculated in the context of document collection, within the limits of 
which we aim to measure the similarity between documents. The IDF weight is calculated as  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

)(
ln)(

sM
M

sIDF total  
(4)

where totalM  is the total number of documents in the collection and )(sM  is the number of 
documents containing the word s . Words that are very common will have a low weight, while 
words, which are rare, will have high weight. An alternative commonly used way to calculate 
similarity between word frequency vectors is to use the cosine measure of vectors [18]. If 21 , ff  
are two frequency vectors, the cosine measure of the two vectors is one minus the value of the 
cosine of the angle between the two vectors: 

||||||||
,1),cos(1),( 21

21
2121

cos ff
ffffffd
⋅

><
−=−=  

(5)

The cosine measure is large (close to 1) if the vectors are close to orthogonal (i.e., there are very 
few common words between the two documents), and it is small (close to 0) if the vectors are very 
similar. 
Classification of text documents can be done using various methods on the basis of a chosen 
similarity metric calculated by considering (possibly weighted) word frequency vectors. The most 
commonly used methods are the bisecting k-means clustering [2] and the variants of the latent 
semantic analysis method [4]. More recently proposed clustering methods include the use support 
vector machines to define document clusters [16], probabilistic mixture models [5], and self-
organising maps applied to document classification [6-8]. 
 
4   Augmented metric for text similarity 
 
Recent research results indicate an increasing interest in finding better metrics for measuring 
document similarity, aiming to include more semantic information in the measure [6, 15, 19]. Other 
recent works have shown that the word consecutiveness networks of languages are likely to be  
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Figure 1. The word consecutiveness graph of a short document from the Reuters-21578 text 

database 
 
related to the syntactic and semantic structure of the language [9]. Other results show that word 
semantics can be derived by analysing word co-occurrences in documents [10]. 
Inspired by the above mentioned results we propose to augment the word frequency vector based 
measure of text similarity by considering the similarity of word consecutiveness graphs of 
compared documents. The word consecutiveness graph is constructed by having as nodes the words 
in the document, and for each pair of consecutive words in the document we add to the graph the 
directed arc linking the nodes corresponding to these words (see Figure 1 for an example). 
Intuitively, adding more information in terms of the word consecutiveness graph should lead to 
better results in terms of correctness of document clustering. In our view the word consecutiveness 
graph of the document contains significant semantic information about the document, although in a 
relatively simplified form. In case of very short documents that contain a single sentence of unique 
words this is obvious, as the whole document can be reproduced using the word consecutiveness 
graph. In case of long documents the words are repeated many times, and the word graph will 
represent an extract of the syntactic / semantic structure of the document. 
We define our augmented text similarity measure for two documents represented by the pairs of 
their word frequency vectors and word consecutiveness graphs, ),(),,( 2

2
21

1
1 GfDGfD  as 

follows: 

||||
),(

1),( 21

21
21 ff

GG
DDd −⋅=

γ
 

(6)

where 
|)(|),( 2121 GGEGG ∩=γ  (7)

i.e., ),( 21 GGγ is the number of common edges between the two word consecutiveness graphs. In 
this way we apply a weighting to the similarity measure calculated as the Euclidean distance of the 
two word frequency vectors, the weighting representing the semantic similarity between the two 
documents. If two documents share a large number of words and also have a large common part 
between their word consecutiveness graphs the measure will be very close to zero, indicating high 
similarity between the documents. If only the two word frequency vectors are similar to the same 
extent as in the previous case, but the words are used many times in different ways, the augmented 
measure will produce a larger value for the documents, indicating less similarity between them. We 



WSOM 2005, Paris 

expect that the augmented metric will include enough semantic information such that the clustering 
results of the network with augmented metric will be better than the clustering results obtained by 
networks using Euclidean distance metric defined for word frequency vectors to measure text 
similarity. 
We note that our choice of augmenting the vector distance similarity metric with a similarity 
measure of word consecutiveness graphs is perhaps the simplest one. We expect that this simple 
version of augmented measure will work well for short documents (e.g., news items contained in 
the Reuters-21578 text database) and it should also work reasonably well for longer documents. In 
case of longer documents more elaborated measures may also be implemented to measure the 
similarity of word consecutiveness graphs with more precision. For example, the frequency of links 
(i.e., the frequency of pairs of consecutive words) can be taken into account to get a better measure 
of similarity of word graphs. However, we note than in case of short documents, like news items, 
the frequency of links is generally low, and taking into account such frequencies in measuring 
graph similarity does not have significant effect on the similarity measure. Another possibility is to 
compare the motif (i.e., highly connected small sub-graphs, like small size cliques) distribution of 
large word graphs [20], which has been suggested to give a good measure of functional similarity 
of the system represented by the network. Again, in case of small documents the word graphs 
contain no or at most very few highly connected clusters, so the motif-based measure would not 
lead to meaningful addition to the simple graph similarity measure that we introduced above. 
 
 
5   Results 
 
To evaluate the performance of Kohonen networks with the above proposed augmented text 
similarity measure we considered the Reuters-21578 text database containing short news items 
[21]. Many news items contained in the database are indexed with topic markers, defining the class 
of the item. A large part of the indexed items have more than one topic term, associating them with 
more than one document class. The news items are also indexed as training or test data, according 
to their use as such data in earlier experiments [22]. 
We used two types of Kohonen networks, one with Euclidean distance metric and another with 
graph-based augmented metric. Both types of networks were trained with the whole training dataset 
of the Reuters-21578 text database. In both cases each network had 1500 neurons having 3-
dimensional feature vectors set by uniform random distribution over the unit cube. To initialize the 
data prototype vectors of the neurons we analyzed first the whole database to determine the list of 
all existing words (23501 distinct words in total, including various abbreviations and misspellings) 
together with their frequencies in the whole database. The prototype vectors were set by random 
sampling the calculated word distribution. 
To compare the performance of the two types of networks we tested the networks using the whole 
database. The training data were used to set the training class labels associated with each neuron 
and the test data was used to calculate the validating set of class labels for each neuron. The class 
labels of attracted training data items were summed, giving a list of training class labels with 
frequencies of class labels. In the same way the test data was used to generate the validation class 
label list, again with frequencies of class labels (e.g., the class label set with absolute frequencies of 
a neuron was: ‘sugar – 2; interest – 5; money-fx – 1; acq – 1; grain – 1; wheat – 1; corn – 1’, while 
the validation class label set with absolute frequencies was: ‘grain – 2; wheat - 2’). We calculated 
for each neuron the match between the training and validation class label sets by calculating the 
Tchebishev distance between the two label frequency vectors (possibly padded with zeros for 
labels which were present in only one of the two label sets), i.e., if 21,ϕϕ were the two frequency  
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Table 1. Comparison of class label frequency vector mismatches between Kohonen networks with 
augmented and Euclidean metrics 

Network type Average Variance 
Kohonen w. Euclidean metric 1.060355 0.577117 
Kohonen w. augmented metric 0.981618 0.595463 
t-value / significance 4.057931 <0.001 
 

vectors, the distance was calculated as ∑
=

−=
r

k
kk

1

1121 ||),( ϕϕϕϕδ , where r  is the number labels in 

the union of the two label sets. The maximal distance is 2, i.e., when the labels are completely 

different, taking into account that ∑
=

=
r

k
k

1

1ϕ . The performances of the two types of networks were 

compared in terms of average mismatch between training and validation class label frequency 
vectors of neurons. 
In total we trained five networks with augmented metric and seven networks with Euclidean 
metric. In the case of networks with augmented metric we found 2179 neurons (435.8 neurons in 
average) that attracted at least one data item, while in the case of networks with Euclidean metric 
we found 5339 such neurons (762.7 neurons in average). We calculated for both network types the 
average mismatch between the training and validation class label frequency vectors of all neurons 
that attracted at least one data item, together with the variance of mismatch values. The results are 
presented in Table 1. 
The comparison results show that Kohonen networks with augmented metric achieved significantly 
better performance in terms of mismatch between label frequency vectors than Kohonen networks 
with Euclidean metric (i.e., the t-value of the difference between the average mismatches is 
significant at a level p<0.001). This confirms our expectation that in the case of short text data the 
augmented similarity measure introduced in this paper increases the correctness of classification by 
Kohonen networks. This shows that indeed, considering word consecutiveness graphs of 
documents and measuring their similarity in a simple way captures sufficient amount of semantic 
similarity such that it can be used to improve significantly the similarity metric of documents. (We 
note that the computational costs are linear in terms of the number of data items in both cases, but 
in the case of augmented metric the similarity measure calculation costs are higher than in the case 
of the Euclidean metric.) 
 
6   Conclusions 
 
In this paper we discussed the application of Kohonen networks to text classification. 
Motivated by the need to include more semantics-based information in the similarity metric 
used for comparison of documents we proposed an augmented metric. The augmented metric is 
based on the comparison of word consecutiveness graphs of documents.  
Our results show that indeed, the proposed augmented metric works significantly better than 
the simple Euclidean metric, leading to more correct classification of documents by trained 
Kohonen networks. This confirms our expectation that comparison of word consecutiveness 
graphs can capture a sufficient measure of semantic similarity of documents, to improve 
document classification performance. 
The presented work opens the way for further research on developing more elaborated 
measures for semantic similarity on the basis of the word consecutiveness graphs of 
documents. We expect that in case of longer documents such more elaborated measure will 
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contribute even more significantly to the increase of classification performance in case of 
Kohonen networks and possible also in the case of other document clustering methodologies. 
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